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A B S T R A C T

Alzheimer’s disease (AD) is highly prevalent and a significant cause of dementia and death in elderly
individuals. Motivated by breakthroughs of multi-task learning (MTL), efforts have been made to extend MTL
to improve the Alzheimer’s disease cognitive score prediction by exploiting structure correlation. Though
important and well-studied, three key aspects are yet to be fully handled in an unified framework: (i)
appropriately modeling the inherent task relationship; (ii) fully exploiting the task relatedness by considering
the underlying feature structure. (iii) automatically determining the weight of each task. To this end, we
present the Bi-Graph guided self-Paced Multi-Task Feature Learning (BGP-MTFL) framework for exploring
the relationship among multiple tasks to improve overall learning performance of cognitive score prediction.
The framework consists of the two correlation regularization for features and tasks, 𝓁2,1 regularization
and self-paced learning scheme. Moreover, we design an efficient optimization method to solve the non-
smooth objective function of our approach based on the Alternating Direction Method of Multipliers (ADMM)
combined with accelerated proximal gradient (APG). The proposed model is comprehensively evaluated on
the Alzheimer’s disease neuroimaging initiative (ADNI) datasets. Overall, the proposed algorithm achieves
an nMSE (normalized Mean Squared Error) of 3.923 and an wR (weighted R-value) of 0.416 for predicting
eighteen cognitive scores, respectively. The empirical study demonstrates that the proposed BGP-MTFL model
outperforms the state-of-the-art AD prediction approaches and enables identifying more stable biomarkers.
1. Introduction

Alzheimer’s disease (AD) is a major degenerative brain disease
that is characterized by slow and irreversible progression [1,2]. The
alleviation of symptoms is possible through early diagnosis and inter-
vention [3–8]. Recently, tremendous research has been done towards
diagnosing Alzheimer’s disease states by using Neuroimaging [9–14].
Magnetic resonance imaging (MRI) is characterized with non-invasive
and reveals changes in the cerebral such as parietal lobe atrophy [15].
These changes are regarded as sensitive and stable biomarkers for
Alzheimer’s disease diagnosis [16–21]. There is thus an urgent need
to accurately predict the progression of the disease measured by cog-
nitive scores. Many objective cognitive assessments are designed to
evaluate the patients’ cognitive scores, e.g., the Alzheimer’s Disease As-
sessment Scale–Cognitive Subscale (ADAS-Cog) and Mini-Mental State
Examination (MMSE). Predicting subjects’ cognitive performance from
MRI and identifying relevant imaging biomarkers are considered to be
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significant research directions in Alzheimer’s disease research [20,22,
23].

The relationship between imaging biomarkers and cognitive scores
is previously studied by regression models [9,22]. When there exist
multiple cognitive score prediction tasks, we aim to learn the multiple
tasks concurrently due to the inherent correlations among multiple
cognitive states. Multi-task learning (MTL) [24] is a learning paradigm,
which aims to leverage the shared information in related tasks. Further-
more, to alleviate the influence of high dimensionality in MRI data to
MTL, Multi-Task Feature Learning (MTFL) [25] is proposed to jointly
select features from the multiple tasks with the 𝓁2,1 regularization [26].
The assumptions of MTFL are: (i) the brain imaging measures are
uncorrelated; (ii) the correlation among all tasks is uniform; (iii) the
weight of each task is fixed in the learning process. However, we argue
that such an assumption is too restrictive, because the true correlation
among the features and tasks, and the learning order among tasks for
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different clinical score predictions are actually unknown in practice. To
more flexibly model the relationship between the imaging biomarkers
and cognitive scores, several efforts are made by introducing specific
regularization as prior knowledge. Although these multi-task regression
approaches have been applied to AD research and achieve promising re-
sults, to the best of our knowledge, relatively few studies consider both
the relationships among imaging markers and the relationships among
prediction tasks at the same time. On the one hand, the previous studies
have shown that brain regions in AD patients are inter-connected,
leading to cognitive decline in AD patients [27,28]. The prior intrinsic
correlation is crucial to guide the learning process and is required to be
incorporated into the MTFL model. On the other hand, there is evidence
that the correlation among cognitive outcomes is unequal [20,29].
Cognitive tests evaluating different cognitive functions have low cor-
relation and prefer different brain regions, such as ANART and RAVLT.
On the contrary, some cognitive tests belonging to the same category
thus have higher correlations, such as TOTAL and TOT6. Besides, the
existing approaches ignore that the difficulty of each task is different.
It is inappropriate to jointly learn these tasks without considering the
learning order. Taking these into consideration, two questions naturally
rise:

(1) How to incorporate the feature or task correlation into the
MTFL?

(2) How to take into account the task difficulty and learn the
dynamic weight for each task to control the learning order of the tasks?

To overcome these challenges, we develop an unified multi-task fea-
ture learning framework, called BGP-MTFL (Bi-Graph guided self-Paced
Multi-Task Feature Learning), to model the relationship between the
MRI features and between the cognitive scores. Considering that graphs
are effective in modeling the correlation, we choose the graph structure
to construct the interdependencies between the tasks or the features in
this study. Then, we propose a dual graph lasso regularization to model
the underlying structures, involving a graph structure for the predictive
tasks and a graph structure for the image features, respectively. These
two regularization terms are based upon the assumption that stronger
correlated tasks or features are required to share more similar weights.
Next, the dual fused lasso regularization is incorporated into the MTFL
formulation to guide the learning of multiple tasks and capture the
underlying structures at the level of tasks and features. The two reg-
ularization terms penalize large differences in the learned weights for
highly correlated tasks or imaging biomarkers. Furthermore, the weight
of each task is not fixed during the model training procedure. It is
desirable for the multi-task learning paradigm to dynamically consider
the curriculum defined by the learner rather than a fixed and con-
stant task learning order. Inspired by the self-paced learning [30,31],
we capture the dynamic order of learned tasks to boost the multi-
task learning performance. At last, optimizing the formulation with
the multiple non-smooth regularization is challenging. We solve the
complicated formulation based on the Alternating Direction Method
of Multipliers (ADMM) [32] combined with the accelerated proximal
gradient (APG) [33] method in our work. We conclude our major
contributions as follows:

(1) Two graph-guided regularization terms are proposed. Con-
sidering that the feature correlation information and task correlation
information help improve the regression performance and identify
critical biomarkers significantly, we propose Bi-graph guided regu-
larization, which takes task correlation and feature correlation into
consideration at the same time and model these dependencies. The
proposed regularization allows the MTFL model to identify the optimal
imaging markers with high prediction power.

(2) A self-paced multi-task feature learning scheme. A key issue
in multi-task learning is to understand the relationship and learning
order between tasks since this understanding can be incorporated into
the learning process to improve the generalization performance of all
2

the tasks. Besides the exploration of the inherent correlation within the
tasks or features, we also design a self-paced learning strategy to im-
prove the training performance of multiple tasks. It gradually produces
more reliable predictive tasks for learning better model weights, which
in turn, boost the final multi-task feature learning process.

(3) An effective optimization algorithm. To estimate the weight
parameters in the proposed BGP-MTFL method, an effective optimiza-
tion algorithm based on ADMM combined with APG is proposed.

(4) Comprehensive evaluation on the effectiveness of the pro-
osed model. The experiments on the ADNI dataset verified that the
roposed framework performs better than the single-task regression
odels and the multi-task learning models. Furthermore, the proposed

pproach is able to find the more stable biomarkers associated with AD
hrough the proposed multi-task learning scheme.

The rest of this work is organized as follows. In Section 2, a
horough formulation and the optimization approach are introduced
n detail. In Section 3, the effectiveness of the proposed model is
valuated. In Section 4, comprehensive experiments are discussed to
urther demonstrate the effectiveness of our proposed model. Finally,
e conclude this paper in Section 5.

. Methods

.1. Notation

In the process of AD clinical diagnosis, multiple cognitive tests are
onducted for comprehensively evaluations. We view the prediction
f each cognitive score as a single task and formulate the multiple
rediction tasks as a multi-task learning paradigm. In this work, we
oncentrate on predicting 𝑘 tasks (corresponding to 𝑘 cognitive scores)
ith 𝑝 features. The number of samples is 𝑛. The covariates matrix is

epresented as 𝑋 ∈ R𝑛×𝑝, 𝑖th column in 𝑋 is 𝒙𝑖. The responses matrix
s represented as 𝑌 ∈ R𝑛×𝑘, 𝑗th column in 𝑌 is 𝒚𝑗 and each row in 𝑌

represents cognitive scores from one sample. 𝛩 ∈ R𝑝×𝑘 is the parameter
matrix to be learned, where 𝑚th column is 𝜽⋅,𝑚 ∈ R𝑝, corresponding to
task 𝑚 (𝑚 = 1,… , 𝑘), 𝑗th row in 𝛩 is 𝜽𝑗,⋅ ∈ R𝑘, corresponding to feature
𝑗(𝑗 = 1,… , 𝑝). For simply, we name 𝜽⋅,𝑚 as 𝜽𝑚 later. The multi-task
egression is formulated as:

in
𝛩

𝐿(𝑋, 𝑌 ,𝛩) + 𝜆𝑅(𝛩) , (1)

where 𝐿(𝑌 ,𝑋,𝛩) = 1
2‖𝑌 − 𝑋𝛩‖

2
𝐹 in our work, 𝑅(⋅) is a regularization

term that aims to discover more stable biomarkers by introducing prior
knowledge into the model, and 𝜆 > 0 is a regularization parameter to
control the balance between the regularization term and the regression
loss.

2.2. Constructing the feature graph and task graph

The traditional MTFL method has two limitations in AD study: (i).
he MRI features are structurally interrelated, and the highly interre-

ated features have similar weight parameters. However, the traditional
TFL method ignores this interrelationship among features; (ii). MTFL

orces all the tasks to share the same features with 𝓁2,1 norm. However,
he different cognitive test tasks should be related with the different
maging biomarkers.

To solve limitation (i), a feature correlation matrix 𝐶𝑓 ∈ R𝑝×𝑝 is
onstructed to model the interrelationship among features. Element
𝑓
𝑖,𝑗 in 𝐶𝑓 indicates the Pearson Correlation Coefficient (PCC) between
eature 𝑖 and feature 𝑗, which can be computed as:

𝑓
𝑖,𝑗 =

𝑐𝑜𝑣(𝒙𝑖,𝒙𝑗 )
𝜎𝒙𝑖𝜎𝒙𝑗

=
𝐸[(𝒙𝑖 − 𝜇𝒙𝑖 )(𝒙𝑗 − 𝜇𝒙𝑗 )]

𝜎𝒙𝑖𝜎𝒙𝑗
, (2)

where 𝑖, 𝑗 = 1,… , 𝑝 and 𝑐𝑓𝑖,𝑗 ∈ [−1, 1].
A bigger value of |𝑐𝑓𝑖,𝑗 | indicates a stronger correlation between fea-

ture 𝑖 and feature 𝑗. The visualization of the feature correlation matrix
is shown in Fig. 1(a), where the arcs indicate the correlations among



Computers in Biology and Medicine 152 (2023) 106367W. Liang et al.

t

f

t

𝑐

w

i
f
d
t
c
F
o
w
l
o

Fig. 1. Visualization of the feature correlation and task correlation. The arcs indicate the features/tasks. The connections represent the correlations between features/tasks, and
the width of each connection indicates the correlation strength.
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features. According to Fig. 1(a), we can clearly observe that there exist
strong correlations among several features, such as ST52TA(Cortical
Thickness Average of LeftPrecuneus) and ST31TA(Cortical Thickness
Average of LeftInferiorParietal), ST52TA(Cortical Thickness Average of
LeftPrecuneus) and ST56TA(Cortical Thickness Average of LeftSuperi-
orFrontal). In general, more than 40% of correlations in the feature
correlation matrix are greater than 0.2. Inspired by the above analysis,
a feature correlation guided regularization is crucial to control the
difference between two correlated features. To this end, an undirected
graph structure G𝑓 = (𝑉 𝑓 , 𝐸𝑓 ) is constructed to represent the correla-
ions among features. The vertexes 𝑉 𝑓 denote features, each edge in
𝐸𝑓 denotes the correlation between two features. For example, edge
𝑒𝑓 (𝑖, 𝑗) ∈ 𝐸𝑓 corresponds to the correlation between feature 𝑖 and
eature 𝑗. Feature correlation matrix 𝐶𝑓 is then normalized into 𝑆

by dividing 𝑘𝑓 , where 𝑘𝑓 is the number of edges in Graph G𝑓 . The
normalized feature correlation 𝑆 is obtained as:

𝑠𝑖,𝑗 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

−
𝑐𝑓𝑖,𝑗
𝑘𝑓 (𝑖, 𝑗) ∈ 𝐸𝑓 , 𝑖 ≠ 𝑗

∑𝑝
𝑖=1,𝑖≠𝑗 |𝑐

𝑓
𝑖,𝑗 |

𝑘𝑓 (𝑖, 𝑗) ∈ 𝐸𝑓 , 𝑖 = 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3)

To solve the limitation (2), we assume that the intrinsic correlation
exits in the multiple tasks. To discover such dependent structures
among each pair of the target response variables, a task correlation
matrix 𝐶 𝑡 ∈ R𝑘×𝑘 is constructed. The correlation between task 𝑚 and
ask 𝑛 is calculated by Eq. (4):

𝑡
𝑚,𝑛 =

𝑐𝑜𝑣(𝒚𝑚, 𝒚𝑛)
𝜎𝒚𝑚𝜎𝒚𝑛

=
𝐸[(𝒚𝑚 − 𝜇𝒚𝑚 )(𝒚𝑛 − 𝜇𝒚𝑛 )]

𝜎𝒚𝑚𝜎𝒚𝑛
(4)

here 𝑚, 𝑛 = 1,… , 𝑘.
Similar to the feature graph, an undirected task graph G𝑡 = (𝑉 𝑡, 𝐸𝑡)

s developed to represent the task correlation in our study. Different
rom the feature correlation matrix, vertexes in undirected graph G𝑡

enote tasks. An undirected edges 𝑒𝑡(𝑚, 𝑛) ∈ 𝐸𝑡 connect task 𝑚 and
ask 𝑛. The estimated graph is shown in Fig. 1(b). In Fig. 1(b), we
an observe different correlation strengths exist between any two tasks.
or instance, RAVLT TOTB and RAVLT TOT6 have strong correlations
wing to the fact that they aim to evaluate the same cognitive function,
hereas the prediction tasks of DSPAN and ANART have weaker corre-

ations due to the evaluation for different cognitive functions. These
3

bservations motivate us to incorporate task correlation matrix into a
multi-task learning model and guide the multi-task feature learning.
The task correlation matrix 𝐶 𝑡 is normalized as 𝑍 = 𝐶 𝑡∕𝑘𝑡 (𝑍 ∈ R𝑘×𝑘),
n which 𝑘𝑡 is the number of edge in graph G𝑡. The 𝑚th row and 𝑛th
olumn of 𝑍 is formulated as:

𝑚,𝑛 =

⎧

⎪

⎨

⎪

⎩

−𝑐𝑡𝑚,𝑛
𝑘𝑡 (𝑚, 𝑛) ∈ 𝐸𝑡, 𝑚 ≠ 𝑛

∑𝑘
𝑚=1,𝑚≠𝑛 |𝑐

𝑡
𝑚,𝑛|

𝑘𝑡 (𝑚, 𝑛) ∈ 𝐸𝑡, 𝑚 = 𝑛
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5)

2.3. Formulation

2.3.1. Feature/Task graph guided structure regularization
To take into account the correlations among features or tasks during

the multi-task learning process, both the feature graph guided regular-
ization and task graph guided regularization are proposed. More specif-
ically, the feature graph guided regularization shrinks the difference
of the weight parameters between correlated features towards zero, so
that more features that are inherently beneficial to the cognitive pre-
dictions are considered. With the feature graph guided regularization,
the features correlated with the selected features but ignored by 𝓁2,1
norm can be preserved, which is important for the accurate cognitive
score predictions and the biological interpretation. The feature graph
guided regularization is formulated as:

‖𝑆𝛩‖1 =
∑

𝑒𝑓 (𝑖,𝑗)∈𝐸𝑓

|𝑠𝑖,𝑗 |‖𝜽𝑖,⋅ − 𝑠𝑖𝑔𝑛(𝑠𝑖,𝑗 )𝜽𝑗,⋅‖1 (6)

The task graph guided regularization encourages the highly cor-
related tasks to share similar features. It allows for more consistent
identification of the relevant imaging markers through a better un-
derstanding of the underlying associations among predictive tasks. If
task 𝑚 and task 𝑛 are strongly correlated, the difference between the
corresponding regression coefficients 𝜽𝑚 and 𝜽𝑛 should be towards
to zero. The task graph guided regularization can be written as the
following formula:

‖𝛩𝑍‖1 =
∑

𝑒𝑡(𝑚,𝑛)∈𝐸𝑡
|𝑧𝑚,𝑛|‖𝜽𝑚 − 𝑠𝑖𝑔𝑛(𝑧𝑚,𝑛)𝜽𝑛‖1 (7)

.3.2. Self-paced learning strategy
Bi-graph guided multi-task feature learning learns the multiple tasks

imultaneously with the assumption that the multiple tasks have the
ame learning difficulty level. We thoroughly analyze the difficulties of

ll tasks, through which we demonstrate the potential gain of self-paced
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Fig. 2. Performance of single-task learning on eighteen cognitive scores in terms of
nMSE. Tasks with higher nMSE are usually difficult to learn.

learning. Fig. 2 shows the nMSE performance of single-task learning on
the eighteen cognitive scores. Tasks with higher nMSE are considered
to be more difficult to be learned. As can be seen in Fig. 2, some
tasks such as ANART and DIGIT are difficult to be learned, while some
tasks such as CLOCK DRAW and COPYSCORE are relatively easier to
be learned. Hence, the complex tasks need to be solved by leveraging
the knowledge previously learned from the easier tasks. To solve it, we
propose to utilize self-pace learning to monitor the learning procedure
and automatically learn a policy to adjust the relative weights of the
tasks with different difficulty levels. Learning easier tasks first can
provide better initialization for subsequent learning with harder tasks,
which helps improve the generalization performance of the multi-task
learning.

2.3.3. Overall loss function
Here, we introduce the loss function in our BGP-MTFL algorithm

involving 𝓁2,1 regularization, feature graph guided regularization, task
raph guided regularization and self-paced learning strategy. The over-
ll loss function for our BGP-MTFL algorithm can be formulated as
q. (8). The self-paced learning process and the Bi-graph guided reg-
larization are illustrated in Fig. 3.

in
𝛩,𝐵

1
2
‖(𝑌 −𝑋𝛩)𝐵‖2𝐹 + 𝜆𝑔‖𝛩‖2,1 + 𝜆𝑓‖𝑆𝛩‖1

+ 𝜆𝑡‖𝛩𝑍‖1 − 𝜆𝑠𝑝Tr(𝐵)
(8)

In the objective function, the first term 1
2‖(𝑌 − 𝑋𝛩)𝐵‖2𝐹 denotes

the training losses over all the tasks. The second term ‖𝛩‖2,1 is an 𝓁2,1
regularization, the advantage of which is to promote the sparsity and
discover the relevant features. In the 𝓁2,1 regularization, the inner 𝓁2
norm enforce column non-sparsed, while the outer 𝓁1 norm enforces
row sparsity. Due to the existing correlations among different tasks, it
is reasonable to encourage the parameters from multiple tasks to share
similar sparsity patterns. In other words, if some features are redundant
and negligible, 𝓁2,1 norm tends to reduce the associated rows of output
weight to zero. The third and fourth term act as regularization for pre-
serving the feature correlation and task correlation with the constructed
feature graph and task graph. 𝜆𝑔 , 𝜆𝑓 and 𝜆𝑡 are the regularization
parameters to control the balance between the regression loss and the
multiple regularization. 𝜆𝑠𝑝 is used to identify the task difficulty. As
𝜆𝑠𝑝 grows, the tasks with larger losses are gradually engaged to train a
more sophisticated model. 𝐵 ∈ R𝑘×𝑘 is a diagonal matrix with elements
on the diagonal (𝐵𝑚𝑚) representing the weight of each task. All tasks
are categorized into two types: easy tasks and hard tasks. We assume
that a task whose loss is smaller than a certain threshold 𝜆𝑠𝑝 is regarded
as an easy task, because it achieves a higher accuracy in the training
dataset. Otherwise, a task whose loss is larger than a certain threshold
4

𝜆𝑠𝑝 is regarded as a hard task. The easy task is selected in training and
the weight for the easy tasks, named 𝐵𝑒 is set to 1. On the contrary,
the hard task is unselected in training and the weight for hard tasks,
named 𝐵ℎ is set to 0. However, for the correctness of the algorithm,
we set 𝐵ℎ to a number close to 0 (𝐵ℎ =0.01) for the hard task. The
effects of different values of 𝐵𝑒 and 𝐵ℎ on regression performance are
explored in Section 4.2.

2.4. Optimization of BGP-MTFL

The optimization of Eq. (8) is challenging due to the existence of
the non-smooth regularization terms. In this work, we alternatively
update the multiple parameters to simplify the process of optimizing
BGP-MTFL. More specifically, we introduce slack variables 𝑄 = 𝛩,
𝑃 = 𝑆𝛩 and 𝑅 = 𝛩𝑍 into Eq. (8) and rewrite Eq. (8) as an augmented
Lagrangian function:

𝐿𝜌(𝛩,𝐵,𝑄, 𝑃 ,𝑅,𝑈(1), 𝑈(2), 𝑈(3)) =
1
2
‖(𝑌 −𝑋𝛩)𝐵‖2𝐹 + 𝜆𝑔‖𝑄‖2,1 + 𝜆𝑓‖𝑃‖1

+ 𝜆𝑡‖𝑅‖1+ < 𝑈(1), 𝛩 −𝑄 > +
𝜌
2
‖𝛩 −𝑄‖

2+ < 𝑈(2), 𝑆𝛩 − 𝑃 >

+
𝜌
2
‖𝑆𝛩 − 𝑃‖2+ < 𝑈(3), 𝛩𝑍 − 𝑅 > +

𝜌
2
‖𝛩𝑍 − 𝑅‖2 − 𝜆𝑠𝑝𝑇 𝑟(𝐵) ,

(9)

where 𝑈(1), 𝑈(2) and 𝑈(3) are augmented Lagrangian multipliers.

.4.1. Optimizing 𝐵, 𝜆𝑠𝑝 when the other parameters are fixed
The value of parameter 𝐵𝑚,𝑚 depends on the training error of task

. We update 𝐵𝑚,𝑚 at the (𝑡+ 1)-th iteration according to Eq. (10). The
pdate of 𝜆𝑠𝑝 at the (𝑡 + 1)-th iteration is formulated as Eq. (11).

(𝑡+1)
𝑚,𝑚 =

⎧

⎪

⎨

⎪

⎩

𝜏ℎ 𝑡 = 0
𝜏𝑒 𝑡 > 0 and (𝒚𝑚 −𝑋𝜽𝑚) < 𝜆(𝑡+1)𝑠𝑝
𝜏ℎ 𝑡 > 0 and (𝒚𝑚 −𝑋𝜽𝑚) ≥ 𝜆(𝑡+1)𝑠𝑝

(10)

(𝑡+1)
𝑠𝑝 =

{

0.1 𝑡 = 0
𝑐𝜆(𝑡)𝑠𝑝 𝑡 > 0 ,

(11)

here 𝑐 is used to control the learning pace. The value of 𝑐 is usually
reater than 1 such that 𝜆𝑠𝑝 is relaxed to include more tasks at each
teration (In our study, 𝑐 is set to 1.1).

.4.2. Optimizing 𝛩 when the other parameters are fixed
When the other variables except 𝛩 are fixed, the update of 𝛩 at the

𝑡 + 1)-th iteration is carried out by:

𝑡+1 = argmin
𝛩

1
2
‖(𝑌 −𝑋𝛩)𝐵(𝑡)

‖

2
𝐹+ < 𝑈 (𝑡)

(1), 𝛩 −𝑄(𝑡) >

+
𝜌
2
‖𝛩 −𝑄(𝑡)

‖

2+ < 𝑈 (𝑡)
(2), 𝑆𝛩 − 𝑃 (𝑡) > +

𝜌
2
‖𝑆𝛩 − 𝑃 (𝑡)

‖

2

+ < 𝑈 (𝑡)
(3), 𝛩𝑍 − 𝑅(𝑡) > +

𝜌
2
‖𝛩𝑍 − 𝑅(𝑡)

‖

2

(12)

Eq. (12) is regarded as a convex function and its solution can be
obtained by setting its derivation to zero.

0 = −𝑋T(𝑌 −𝑋𝛩)𝐵(𝑡)𝐵(𝑡)𝑇 + 𝑈 (𝑡)
(1) + 𝜌(𝛩 −𝑄(𝑡))

+ 𝑆𝑈 (𝑡)
(2) + 𝜌𝑆(𝑆𝛩 − 𝑃 (𝑡)) + 𝑈 (𝑡)

(3)𝑍 + 𝜌(𝛩𝑍 − 𝑅(𝑡))𝑍
(13)

Furthermore, we define a new function: 𝛷 = 𝑍𝑍. The 𝑚th row and
𝑚th column of 𝛷 is 𝜙𝑚,𝑚. Both 𝑍 and 𝛷 are symmetric matrix. 𝛩 can
e update concurrently by the 𝜽𝑚. Therefore, Eq. (13) is rewrite as
q. (14).

= −𝑋T(𝒚𝑚 −𝑋𝜽𝑚)𝐵(𝑡)2
𝑚,𝑚 + 𝒖(𝑡)(1)𝑚 + 𝜌(𝜽𝑚 − 𝒒(𝑡)𝑚 )

+ 𝑆𝒖(𝑡)(2)𝑚 + 𝜌𝑆𝑆𝜽𝑚 − 𝜌𝑆𝒑(𝑡)𝑚 + (𝒖(𝑡)(3)𝑚 −
𝑘
∑

𝑚=1,𝑚≠𝑙
𝑧𝑚,𝑙𝒖

(𝑡)
(3)𝑚)

+ 𝜌(𝜙𝑚,𝑚𝜽𝑚 −
𝑘
∑

𝜙𝑚,𝑙𝜽𝑙) − 𝜌(𝒓(𝑡)𝑚 −
𝑘
∑

𝑧𝑚,𝑙𝒓
(𝑡)
𝑙 )

(14)
𝑚=1,𝑚≠𝑙 𝑚=1,𝑚≠𝑙
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Fig. 3. Illustration of the self-paced learning process and Bi-graph guided regularization. Each column of 𝛩 corresponds to a single task and each row of 𝛩 represents a feature
dimension. Tasks are learned dynamically in 𝑇 iterations. 𝑘1, 𝑘2 and 𝑘 are the number of tasks in the 1st, 2nd, 𝑇 th iterations, respectively. In each iteration, feature graph and
task graph guided regularization are integrated to the multi-task learning model to guide the learning.
The update of 𝜽𝑚 at the (𝑡+1)-th iteration is given by Eqs. (15) to (17).

𝜽(𝑡+1)𝑚 = 𝐹 (𝑡)−1
𝑚 𝒃(𝑡)𝑚 (15)

𝐹 (𝑡)
𝑚 = 𝑋T𝑋𝐵(𝑡)2

𝑚,𝑚 + 𝜌𝑆𝑆 + 𝜌(1 + 𝜙𝑚,𝑚)𝐼 (16)

𝒃(𝑡)𝑚 =𝑋T𝒚𝑚𝐵(𝑡)2
𝑚,𝑚 − 𝒖(𝑡)(1)𝑚 + 𝜌𝒒(𝑡)𝑚 − 𝑆𝒖(2)𝑚 + 𝜌𝑆𝒑𝑚

− (𝒖(𝑡)(3)𝑚 −
𝑘
∑

𝑚=1,𝑚≠𝑙
𝑍𝑚,𝑙𝒖

(𝑡)
(3)𝑙) + 𝜌(𝒓(𝑡)𝑚 −

𝑘
∑

𝑚=1,𝑚≠𝑙
𝑍𝑚,𝑛𝒓

(𝑡)
𝑙 )

(17)

2.4.3. Update 𝑸 when the other parameters are fixed
When the other parameters are given and fixed, 𝑄 can be solved by

the following equation.

𝑄(𝑡+1) =argmin
𝑄

𝜆𝑔‖𝑄‖2,1+ < 𝑈 (𝑡)
(1), 𝛩

(𝑡+1) −𝑄 > +
𝜌
2
‖𝛩(𝑡+1) −𝑄‖

2

= argmin
𝑄

𝜆𝑔
𝜌
‖𝑄‖2,1 −

1
𝜌
< 𝑈 (𝑡)

(1), 𝑄 − 𝛩(𝑡+1) >

+ 1
2
‖𝑄 − 𝛩(𝑡+1)

‖

2 + 1
2𝜌2

𝑈 (𝑡)
(1)

2

= argmin
𝑄

1
2
‖𝑄 − 𝛩(𝑡+1) −

𝑈 (𝑡)
(1)

𝜌
‖

2 +
𝜆𝑔
𝜌
‖𝑄‖2,1

(18)

By replacing (𝛩(𝑡+1) +
𝑈 (𝑡)
(1)
𝜌 ) with 𝛬(𝑡+1)

(1) , the Eq. (18) is rewritten as
Eq. (19).

𝑄(𝑡+1) =argmin
𝑄

1
2
‖𝑄 − 𝛬(𝑡+1)

(1) ‖

2 +
𝜆𝑔
𝜌
‖𝑄‖2,1 (19)

Each row of 𝑄 is optimized by:

𝒒(𝑡+1)𝑖 =argmin
𝒒𝑖

1
2
‖𝒒𝑖 − 𝜶(𝑡+1)

(1)𝑖 ‖

2 +
𝜆𝑔
𝜌
‖𝒒𝑖‖1 (20)

where 𝜶(𝑡+1)
(1)𝑖 and 𝒒(𝑡+1)𝑖 are the 𝑖th row of 𝛬(𝑡+1)

(1) and 𝑄(𝑡+1), respec-
tively. 𝒒(𝑡+1)𝑖 can be updated by Lemma 1 considering that it is strictly
convex [34].

Lemma 1. For any 𝜆𝑔 ≥ 0, Eq. (20) can be calculated by the following:

𝒒(𝑡+1)𝑖 =
max (‖𝜶(𝑡+1)

(1)𝑖 ‖2 −
𝜆𝑔
𝜌 , 0)

‖𝜶(𝑡+1)
(1)𝑖 ‖2

𝜶(𝑡+1)
(1)𝑖

(21)

2.4.4. Optimizing 𝑃 /𝑅 when the other parameters are fixed
Owning to the introduction of similarity weights 𝑆 and 𝑍, the

optimization of 𝑃 and 𝑅 is in the same way. Here, we introduce the
5

optimization of 𝑃 in detail. 𝑃 is updated as follows:

𝑃 (𝑡+1) =argmin
𝑃

𝜆𝑓‖𝑃‖1+ < 𝑈 (𝑡)
(2), 𝑆𝛩

(𝑡+1) − 𝑃 > +
𝜌
2
‖𝑆𝛩(𝑡+1) − 𝑃‖2

= argmin
𝑃

𝜆𝑓
𝜌
‖𝑃‖1 −

1
𝜌
< 𝑈 (𝑡)

(2), 𝑃 − 𝑆𝛩(𝑡+1) > +1
2
‖𝑃 − 𝑆𝛩(𝑡+1)

‖

2

+ 1
2𝜌2

𝑈 (𝑡)
(2)

2

= argmin
𝑃

1
2
‖𝑃 − 𝑆𝛩(𝑡+1) −

𝑈 (𝑡)
(2)

𝜌
‖

2 +
𝜆𝑓
𝜌
‖𝑃‖1

(22)

Eq. (22) is rewritten as Eq. (23) by replacing (𝑆𝛩(𝑡+1)+
𝑈 (𝑡)
(2)
𝜌 ) with 𝛬(𝑡+1)

(2) .

𝑃 (𝑡+1) =argmin
𝑃

1
2
‖𝑃 − 𝛬(𝑡+1)

(2) ‖

2 +
𝜆𝑓
𝜌
‖𝑃‖1 (23)

Each row of 𝑃 is computed by Eq. (24).

𝒑(𝑡+1)𝑖 =argmin
𝒑𝑖

1
2
‖𝒑𝑖 − 𝜶(𝑡+1)

(2)𝑖 ‖

2 +
𝜆𝑓
𝜌
‖𝒑𝑖‖1 (24)

where 𝜶(𝑡+1)
(2)𝑖 and 𝒑(𝑡+1)𝑖 are the 𝑖th row of 𝛬(𝑡+1)

(2) and 𝑃 (𝑡+1) respectively.
For any 𝜆𝑓 ≥ 0, we can calculate Eq. (24) by the following:

𝑝(𝑡+1)𝑖,𝑗 = 𝑠𝑖𝑔𝑛(𝛼(𝑡+1)(2)𝑖,𝑗 ) max (|𝛼(𝑡+1)(2)𝑖,𝑗 | −
𝜆𝑓
𝜌
, 0) (25)

2.4.5. Update 𝑈 (𝑡)
(1), 𝑈

(𝑡)
(2) and 𝑈 (𝑡)

(3)
The updates of augmented Lagrangian multipliers are performed by

Eq. (26) according to the standard ADMM.

𝑈 (𝑡+1)
(1) = 𝑈 (𝑡)

(1) + 𝜌(𝛩(𝑡+1) −𝑄(𝑡+1))

𝑈 (𝑡+1)
(2) = 𝑈 (𝑡)

(2) + 𝜌(𝑆𝛩(𝑡+1) − 𝑃 (𝑡+1))

𝑈 (𝑡+1)
(3) = 𝑈 (𝑡)

(3) + 𝜌(𝛩(𝑡+1)𝑍 − 𝑅(𝑡+1))

(26)

Generally, the optimization process of BGP-MTFL can be summa-
rized as Algorithm 1.

3. Experiment

3.1. Data

We conduct experiments on Alzheimer’s Disease Neuroimaging
Initiative(ADNI) database, which is publicly available and comprises
1.5 T structural MRI. The MRI data is processed with FreeSurfer
Software Suite developed by the University of California at San Fran-
cisco team (http://surfer.nmr.mgh.harvard.edu/). In total, 319 features

http://surfer.nmr.mgh.harvard.edu/
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Algorithm 1 ADMM optimization of BGP-MTFL
Input: Feature matrix 𝑋, Target matrix 𝑌 , 𝜆𝑔 , 𝜆𝑓 , 𝜆𝑡, 𝜌, task number

𝑘.
Output: 𝛩.

Initialization: 𝛩(0) ← 0, 𝑄(0) ← 0, 𝑃 (0) ← 0, 𝑅(0) ← 0, 𝑈 (0)
(1) ←

0, 𝑈 (0)
(2) ← 0, 𝑈 (0)

(3) ← 0, 𝜆𝑠𝑝 ← 0.1, 𝑐 ← 1.1.
repeat

Update 𝐵(𝑡+1), 𝜆(𝑡+1)𝑠𝑝 by Eqs. (10) and (11).
Update 𝛩(𝑡+1) by Eqs. (15) to (17).
Update 𝑄(𝑡+1) by Eqs. (18) to (21).
Update 𝑃 (𝑡+1) and 𝑅(𝑡+1) by Eqs. (22) to (25).
Update 𝑈 (𝑡+1)

(1) , 𝑈 (𝑡+1)
(2) , 𝑈 (𝑡+1)

(3) by Eq. (26).
until Convergence.

(68 × 4+2 × 1+1+44) are generated from 70 cortical regions and
44 subcortical regions. In the 70 cortical regions, 68 cortical regions
contain four features: cortical thickness average (TA), the standard
deviation of a thickness (TS), surface area (SA) and cortical volume
(CV). In addition, left and right hemisphere regions contain a single SA
feature, respectively. Besides, Total Intracranial Volume (ICV) denotes
the volume of the cranial cavity as taken from a 3D T1 MRI. For
the 44 subcortical regions, only feature of subcortical volume (SV) is
calculated in each subcortical region. The feature description is listed
in Table 1. The target variables explored in this study are 18 clinic
cognitive scores: ADAS, MMSE, RAVLT TOTAL, RAVLT TOT6, RAVAL
TOTB, RAVLT T30, RAVLT T30, RAVLT RECOG, FLU ANIM, FLU
VEG, LOGMEM IMMTOTAL, LOGMEM DELTOTAL, BOSNAM, ANART,
DSPAN For, DSPAN BAC, DIGIT. All of the 18 cognitive scores are given
by the experts based on the gold standard.

These data is further processed by the following six steps: (1)
samples without baseline MRI records are removed. (2) ROIs whose
name is ‘‘unknown’’ are deleted. (3) Features with a missing rate greater
than 10% are deleted. (4) Samples with missing labels are deleted. (5)
The missing values are replaced with average values. (6) All data are
normalized by standard score. Finally, 788 subjects are involved in
our study. All the subjects include three groups: Alzheimer’s Disease
(AD), Mild Cognitive Impairment (MCI) and Normal Control (NC). The
summary of subject information is shown in Table 2.

3.2. Settings

A nested cross-validation procedure is employed to evaluate the
performance of different models and select the optimal hyperparameter
value. The nested cross-validation has an inner loop cross-validation
nested in each outer cross-validation. The inner loop is responsible for
model hyperparameter tuning, while the outer loop is responsible for
performance evaluation. Specifically, the outer loop in our study is a
10-fold cross-validation procedure, in each fold of which involves a
training set (90%) and test set (10%). It must be noted that the dataset
is split by class for training and testing. The model is trained in the
training set, and the trained model is evaluated in the unseen test set. In
the training set of each fold, the inner loop is conducted. The inner loop
is a 5-fold cross-validation procedure for the hyperparameter optimiza-
tion, such as grid search. The scope of the regularization parameters
of our model 𝜆𝑔 , 𝜆𝑓 , 𝜆𝑡 and 𝜆𝑠𝑝 is [0.001,0.01,0.1,1,10,100,1000]. Grid
search is considered a very traditional hyperparameter optimization
method since we are basically ‘‘brute-forcing’’ all possible combina-
tions. The evaluation of each hyperparameter is performed using a
5-fold cross-validation to guarantee the stability of the hyperparameter
selection. With the best hyperparameter chosen on the training set, the
performance on the test set is evaluated and the mean score over all 10
folds is reported as the overall performance.
6

Note that both the feature correlation graph and task correlation
graph are calculated based on the trainval set. For quantitative evalu-
ation, correlation coefficient (CC) and root mean squared error (rMSE)
are chosen to evaluate the performance on each task. Moreover, the
nMSE and wR are applied to evaluate the comprehensive performance
of the proposed model on all the tasks. The measures are formulated as
Eqs. (27) to (30).

CC (𝒚, 𝒚̂) =
𝑐𝑜𝑣(𝒚, 𝒚̂)
𝜎(𝒚)𝜎(𝒚̂)

(27)

rMSE (𝒚, 𝒚̂) =
‖𝒚 − 𝒚̂‖22

𝑛
(28)

nMSE
(

𝑌 , 𝑌
)

=

∑𝑘
ℎ=1

‖𝒚ℎ−𝒚ℎ‖22
𝜎(𝒚ℎ)

∑𝑘
ℎ=1 𝑛ℎ

(29)

wR
(

𝑌 , 𝑌
)

=
∑𝑘

ℎ=1 CC(𝒚ℎ, 𝒚ℎ)𝑛ℎ
∑𝑘

ℎ=1 𝑛ℎ
(30)

In Eqs. (27)–(30), 𝒚 and 𝒚̂ are the ground truth value and predicted
value of a single task. 𝑌 and 𝑌 are the ground truth and predicted value
of all tasks. 𝒚ℎ and 𝒚̂ℎ are the ℎth row of 𝑌 and 𝑌 , respectively. 𝑛ℎ is
he number of subjects in task ℎ. 𝑘 is the number of tasks.

.3. Result

To verify the effectiveness of the proposed BGP-MTFL model, we
ompare BGP-MTFL with two single-task learning methods (Ridge,
asso, SVR and Random Forest) and seven multi-task learning methods.

1. Single-task learning methods

• Ridge: Ridge regularization, also called an 𝓁2 penalty, presents
only one solution and converges the problem to a certain extent.

min
𝜽𝑖

1
2
‖𝒚𝑖 −𝑋𝜽𝑖‖2𝐹 + 𝜆‖𝜽𝑖‖2 (31)

• Lasso: Lasso regularization, also called an 𝓁1 penalty, is going
to take the absolute value of coefficients, it helps in feature
selection by reducing certain rows when not important. It may
have multiple solutions.

min
𝜽𝑖

1
2
‖𝒚𝑖 −𝑋𝜽𝑖‖2𝐹 + 𝜆‖𝜽𝑖‖1 (32)

2. Multi-task learning methods

• Multi-task feature learning (MTFL): MTFL utilizes 𝓁2,1 regulariza-
tion to exploit the inherent relationship among all tasks.

min
𝛩

1
2
‖𝑌 −𝑋𝛩‖

2
𝐹 + 𝜆‖𝛩‖2,1 (33)

• Robust Multi-task Learning (RMTL) [35]: RMTL applies low-rank
regularization and group-sparse regularization to capture the task
relationships and identifies the anomalous tasks respectively.

min
𝛩

1
2
‖𝑌 −𝑋(𝐿 + 𝑆)‖2𝐹 + 𝜆1‖𝐿‖∗ + 𝜆2‖𝑆‖1,2 (34)

• Robust Multi-task Feature Learning (rMTFL) [36]: For the same
problem as RMTL, rMTFL decomposes the weight matrix 𝛩 into
two components 𝐿 and 𝑆. regularization on 𝐿 capture the shared
features among tasks and regularization on 𝑆 discovers the outlier
tasks.

min
𝛩

1
2
‖𝑌 −𝑋(𝐿 + 𝑆)‖2𝐹 + 𝜆1‖𝐿‖2,1 + 𝜆2‖𝑆

𝑇
‖2,1 (35)

• Group-Sparse Multi-task Regression and Feature Selection (G-
SMuRFS) [37]: G-SMuRFS group relevant features together with
a group-level 𝓁2,1 norm strategy to guide the learning process.

min1‖𝑌 −𝑋𝛩‖

2 + 𝜆 ‖𝛩‖ + 𝜆 ‖𝛩‖ (36)

𝛩 2 𝐹 1 𝐺2,1 2 2,1
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Table 1
The description of features generated from 70 cortical regions and 44 subcortical regions. L or R denotes the left or right hemisphere.

ID Brain region Feature ID ROI name Feature

1 Banks superior temporal sulcus (L, R) CV, SA, TA, TS 1 Accumbens area (L, R) SV
2 Caudal anterior cingulate cortex (L, R) CV, SA, TA, TS 2 Amygdala (L, R) SV
3 Caudal middle frontal gyrus (L, R) CV, SA, TA, TS 3 Caudate (L, R) SV
4 Cuneus cortex (L, R) CV, SA, TA, TS 4 Cerebellum cortex (L, R) SV
5 Entorhinal cortex (L, R) CV, SA, TA, TS 5 Cerebellum white matter(L, R) SV
6 Frontal pole (L, R) CV, SA, TA, TS 6 Cerebral cortex (L, R) SV
7 Fusiform gyrus (L, R) CV, SA, TA, TS 7 Cerebral white matter(L, R) SV
8 Inferior parietal cortex (L, R) CV, SA, TA, TS 8 Choroid plexus (L, R) SV
9 Inferior temporal gyrus (L, R) CV, SA, TA, TS 9 Hippocampus(L, R) SV
10 Insula (L, R) CV, SA, TA, TS 10 Inferior lateral ventricle (L, R) SV
11 IsthmusCingulate (L, R) CV, SA, TA, TS 11 Lateral ventricle(L, R) SV
12 Lateral occipital cortex (L, R) CV, SA, TA, TS 12 Pallidum (L, R) SV
13 Lateral orbital frontal cortex (L, R) CV, SA, TA, TS 13 Putamen(L, R) SV
14 Lingual gyrus (L, R) CV, SA, TA, TS 14 Thalamus (L, R) SV
15 Medial orbital frontal cortex (L, R) CV, SA, TA, TS 15 Ventricle diencephalon(L, R) SV
16 Middle temporal gyrus (L, R) CV, SA, TA, TS 16 Vessel (L, R) SV
17 Paracentral lobule (L, R) CV, SA, TA, TS 17 Brain stem (Bilateral) SV
18 Parahippocampal gyrus (L, R) CV, SA, TA, TS 18 Corpus callosum anterior (Bilateral) SV
19 Pars opercularis(L, R) CV, SA, TA, TS 19 Corpus callosum central (Bilateral) SV
20 Pars orbitalis (L, R) CV, SA, TA, TS 20 Corpus callosum middle anterior (Bilateral) SV
21 Pars triangularis (L, R) CV, SA, TA, TS 21 Corpus callosum middle posterior (Bilateral) SV
22 Pericalcarine cortex (L, R) CV, SA, TA, TS 22 Corpus callosum posterior (Bilateral) SV
23 Postcentral gyrus (L, R) CV, SA, TA, TS 23 Cerebrospinal fluid (Bilateral) SV
24 Posterior cingulate cortex (L, R) CV, SA, TA, TS 24 Fourth ventricle (Bilateral) SV
25 Precentral gyrus (L, R) CV, SA, TA, TS 25 Non white matter hypointensities (Bilateral) SV
26 Precuneus cortex (L, R) CV, SA, TA, TS 26 Optic chiasm (Bilateral) SV
27 Rostral anterior cingulate cortex (L, R) CV, SA, TA, TS 27 Third ventricle (Bilateral) SV
28 Rostral middle frontal gyrus (L, R) CV, SA, TA, TS 28 White matter hypointensities (Bilateral) SV
29 Superior frontal gyrus (L, R) CV, SA, TA, TS
30 Superior parietal cortex (L, R) CV, SA, TA, TS
31 Superior temporal gyrus (L, R) CV, SA, TA, TS
32 Supramarginal gyrus (L, R) CV, SA, TA, TS
33 Temporal pole (L, R) CV, SA, TA, TS
34 Transverse temporal cortex(L, R) CV, SA, TA, TS
35 Hemisphere (L, R) SA
36 Total intracranial volume (Bilateral) ICV
Table 2
Summary of subject information.

Category CN MCI AD

Number 225 390 173
Gender(M/F) 116/109 252/138 88/85
Age(ave ± std) 75.87 ± 5.04 74.75 ± 7.39 75.42 ± 7.25
Educatio(ave ± std) 16.03 ± 2.85 15.67 ± 2.95 14.65 ± 3.17

F: female, M: male, ave: average, std: standard deviation.

• Trace-norm Multi-task Learning (Trace) [38]: Trace norm regu-
larization is proposed in [38] to constrain multiple tasks share
certain information.

min
𝛩

1
2
‖𝑌 −𝑋𝛩‖

2
𝐹 + 𝜆‖𝛩‖∗ (37)

• Sparse feature decomPosition for muLti-vIew multi-Task learn-
ing (SPLIT) [39]: SPLIT assume tasks can be reconstructed to
several latent topics. It decomposes 𝛩 into three multiplicative
components A, B and H to model task correlation.

min
𝛩

1
2
‖𝑌 −𝑋𝛩‖

2
𝐹 + 𝜆1‖𝐴‖1,1+𝜆2‖𝐵‖2𝐹 + 𝜂‖𝐻‖

2
𝐹

s.t. 𝛩 = (𝐴◦𝐵)𝐻,𝐵 ≥ 0
(38)

• fAst and robust method with Group sparsIty for multi-view multi-
task LEarning (AGILE) [40]: AGILE decomposing feature param-
eters into two components, one for saving relevant features and
the other detecting outlier task.

min
𝛩=𝑊 +𝐻

1
2
‖𝑌 −𝑋𝛩‖

2
2 + 𝜆1‖𝑊 ‖2,1 + 𝜆2‖𝑈𝑊 ‖∗ + 𝜂‖𝐻‖𝐺1

(39)
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The results are shown in Tables 3 and 4. We can clearly observe
that our proposed method significantly outperforms the other methods
except MTFL, G-sMuRFS and AGILE on all of the 18 tasks. Our method
significantly outperform MTFL, G-sMuRFS and AGILE on 13 tasks (ex-
cept on TOTB, RECOG, CLOCK DRAW, COPYSCORE and BAC), 16 tasks
(except on RECOG,RAVLT TOTAL) and 16 tasks (except on RECOG and
DIGIT) respectively. Specifically, we observe the following: (1) For the
four single-task learning methods, Lasso performs better than Ridge
due to the sparse solution obtained by Lasso, so that more irrelevant
features can be removed. (2) Multi-task learning is not generally better
than single-task learning. This is not surprising as the task correlation
is not improperly captured. For example, as can be seen in Tables 3
and 4, RMTL, rMTFL and Trace perform even worse than Lasso. The
reason is that RMTL, rMTFL, SPLIT and Trace restricted 𝛩 low rank to
make 𝛩 has many rows (columns) that are linearly correlated. In other
words, they assume that some tasks are linear related, which is not
always appropriate in practice. (3) Our proposed BGP-MTFL framework
achieves the best performance, which is benefit from the incorporation
of both task and feature correlations. Similar to our framework, G-
SMuRFS incorporates the group lasso regularization into MTFL and
achieves better results than MTFL, which also implies that introducing
the appropriate regularization consistent with prior knowledge can
significantly improve multi-task learning performance.

4. Discussion

In this section, We have conducted a comprehensive experiments to
answer four questions:

- How does feature graph guided regularization, task graph guided
regularization and self-paced scheme affect the model performance
(Section 4.1)?
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Table 3
Performance comparison in terms of rMSE and nMSE. The best results are bold.

Method ADAS MMSE RAVLT

TOTAL TOT6 TOTB T30 RECOG

Ridge 7.433±0.477∗ 2.783±0.179∗ 11.18±0.788∗ 3.859±0.380∗ 1.984±0.117∗ 4.018±0.298∗ 4.283±0.427∗
Lasso 6.936±0.670∗ 2.258±0.169∗ 10.43±0.767∗ 3.422±0.303∗ 1.731±0.199∗ 3.517±0.210∗ 3.776±0.281∗
RF 9.643 ±0.692∗ 3.056 ±0.164∗ 13.54 ±1.424∗ 4.678 ±0.318∗ 2.377 ±0.143∗ 4.678 ±0.462∗ 5.062 ±0.375∗

SVR 7.835 ±0.438∗ 2.928 ±0.258∗ 12.03 ±0.956∗ 4.115 ±0.343∗ 2.309 ±0.082∗ 4.347 ±0.282∗ 4.847 ±0.435∗

MTFL 6.881±0.489∗ 2.248±0.105∗ 9.715±0.776∗ 3.339±0.255∗ 1.651 ± 0.162 3.471±0.270∗ 3.608 ± 0.181
RMTL 7.048±0.473∗ 2.813±0.390∗ 10.93±0.751∗ 3.594±0.372∗ 1.782±0.140∗ 3.727±0.293∗ 3.929±0.420∗
rMTFL 6.991±0.443∗ 2.375±0.235∗ 10.79±0.686∗ 3.468±0.330∗ 1.695±0.155∗ 3.602±0.253∗ 3.836±0.401∗
G-SMuRFS 6.899±0.533∗ 2.258±0.102∗ 9.673 ± 0.794 3.324±0.256∗ 1.654±0.158∗ 3.442±0.296∗ 3.608 ± 0.202
Trace 6.885±0.551∗ 2.932±0.132∗ 10.55±0.777∗ 3.481±0.298∗ 1.729±0.136∗ 3.619±0.242∗ 3.748±0.278∗
SPLIT 7.052±0.547∗ 2.932±0.152∗ 10.571±0.724∗ 3.513±0.236∗ 1.736±0.125∗ 3.651±0.202∗ 3.795±0.307∗
AGILE 6.709±0.608∗ 2.491±0.308∗ 9.763±0.844∗ 3.446±0.376∗ 1.761±0.182∗ 3.553±0.438∗ 3.715 ± 0.155
BGP-MTFL(ours) 6.652 ± 0.486 2.194 ± 0.092 9.669 ± 0.677 3.316 ± 0.274 1.684 ± 0.171 3.432 ± 0.280 3.619 ± 0.208

Method FLU LOGMEM CLOCK BOSNAM

ANIM VEG IMMTOTAL DELTOTAL DRAW COPYSCORE RECOG

Ridge 6.312±0.603∗ 4.284±0.391∗ 4.673±0.399∗ 5.211±0.542∗ 1.155±0.104∗ 0.779±0.041∗ 4.675±0.423∗
Lasso 5.554±0.434∗ 3.755±0.181∗ 4.382±0.424∗ 4.778±0.514∗ 1.022±0.093∗ 0.665±0.079∗ 4.113±0.553∗
RF 7.264 ±0.530∗ 5.252 ±0.392∗ 6.153 ±0.640∗ 6.691 ±0.424∗ 1.374 ±0.126∗ 0.875 ±0.130∗ 5.477 ±0.494∗

SVR 7.047 ±0.463∗ 4.864 ±0.316∗ 5.047 ±0.411∗ 5.626 ±0.542∗ 1.314 ±0.149∗ 0.776 ±0.076∗ 4.868 ± 0.583

MTFL 5.251±0.492∗ 3.729±0.237∗ 4.142±0.377∗ 4.560±0.509∗ 0.971 ± 0.110 0.648 ± 0.882 4.044±0.501∗
RMTL 5.861±0.605∗ 3.993±0.283∗ 4.442±0.366∗ 4.897±0.507∗ 1.054±0.091∗ 0.775±0.120∗ 4.484±0.386∗
rMTFL 5.599±0.493∗ 3.846±0.281∗ 4.299±0.307∗ 4.768±0.491∗ 1.004±0.154∗ 0.688±0.156∗ 4.211±0.511∗
G-SMuRFS 5.245±0.482∗ 3.717±0.232∗ 4.162±0.374∗ 4.565±0.523∗ 0.973±0.108∗ 0.649±0.086∗ 4.044±0.526∗
Trace 5.532±0.531∗ 3.873±0.281∗ 4.334±0.376∗ 4.747±0.422∗ 1.013±0.118∗ 0.716±0.072∗ 4.382±0.364∗
SPLIT 5.513±0.439∗ 3.861±0.234∗ 4.375±0.340∗ 4.805±0.366∗ 1.006±0.114∗ 0.710±0.077∗ 4.399±0.362∗
AGILE 5.364±0.494∗ 3.838±0.284∗ 4.308±0.399∗ 4.715±0.577∗ 1.143±0.069∗ 0.888±0.062∗ 4.104±0.513∗
BGP-MTFL(ours) 5.236 ± 0.485 3.668 ± 0.223 4.134 ± 0.364 4.517 ± 0.517 0.999 ± 0.094 0.675 ± 0.071 3.954 ± 0.480

Method ANART DSPAN DIGIT nMSE

For BAC

Ridge 11.21±0.731∗ 2.405±0.207∗ 2.571±0.188∗ 12.76±1.305∗ 5.354±0.325∗
Lasso 10.39±1.233∗ 2.072±0.235∗ 2.192±0.186∗ 12.26±1.524∗ 4.419±0.530∗
RF 13.32 ±1.488∗ 2.761 ±0.187∗ 2.999 ±0.324∗ 16.41 ±1.060∗ 7.954 ±0.469∗

SVR 12.12 ±0.864∗ 2.848 ±0.222∗ 3.062 ±0.138∗ 13.64 ±1.268∗ 6.370 ±0.355∗

MTFL 9.434±0.698∗ 2.004±0.151∗ 2.117 ± 0.183 11.58±1.275∗ 3.991±0.229∗
RMTL 10.51±0.696∗ 2.174±0.150∗ 2.266±0.199∗ 12.59±1.219∗ 4.815±0.318∗
rMTFL 10.39±0.730∗ 2.036±0.730∗ 2.167±0.208∗ 12.44±1.169∗ 4.512±0.278∗
G-SMuRFS 9.425±0.694∗ 2.010±0.154∗ 2.123±0.190∗ 11.57±1.297∗ 3.984±0.216∗
Trace 10.01±0.666∗ 2.124±0.126∗ 2.214±0.206∗ 12.00±1.306∗ 4.485±0.250∗
SPLIT 9.908±0.682∗ 2.123±0.105∗ 2.226 ± 0.185 12.049±1.239∗ 4.508±0.241∗
AGILE 9.483±0.756∗ 2.113±0.180∗ 2.245±0.213∗ 11.466 ± 1.291 4.177±0.251∗
BGP-MTFL(ours) 9.450 ± 0.679 2.000 ± 0.154 2.131 ± 0.195 11.324 ± 1.263 3.923 ± 0.213

Superscript ∗ indicate that the proposed approach significantly outperforms that method. (Note that Student’s t-test at a level of 0.05 is used.).
- How parameters of 𝐵𝑒 and 𝐵ℎ affect model performance (Sec-
tion 4.2)?

- Which biomarkers and brain regions can be identified
(Section 4.3)?

- What task-feature correlations can be explored (Section 4.4)?
- How the model performs on the longitudinal multiple tasks (Sec-

tion 4.5)?

4.1. Ablation study

To verify the effect of individual component in our framework and
show the contribution of individual components, we evaluate the three
components of our approach: MTFL (𝜆𝑡 = 𝜆𝑓 = 𝜆𝑠𝑝 = 0 and 𝐵 = 𝐼𝑛)
with only 𝓁2,1 regularization, fG-MTFL (𝜆𝑡 = 𝜆𝑠𝑝 = 0 and 𝐵 = 𝐼𝑛)

ith 𝓁2,1 regularization and feature graph guided regularization, tG-
TFL (𝜆𝑓 = 𝜆𝑠𝑝 = 0 and 𝐵 = 𝐼𝑛) with 𝓁2,1 regularization and task

graph guided regularization and BG-MTFL (𝜆𝑠𝑝 = 0 and 𝐵 = 𝐼𝑛) with
𝓁2,1 regularization and Bi-graph (feature graph and task graph) guided
regularization.

Table 5 shows the performance of BGP-MTFL and its four variants
in terms of rMSE and nMSE. From Table 5, we draw the following
conclusions:
8

Fig. 4. The task sequence obtained by our model. The start position of each bar
represents that the corresponding task starts to be learned. Tasks to be learned early
are taken as easy tasks. Otherwise, tasks to be learned in the late iterations are taken
as hard tasks.
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Table 4
Performance comparison in terms of CC and wR. The best results are bold.

Method ADAS MMSE RAVLT

TOTAL TOT6 TOTB T30 RECOG

Ridge 0.601±0.053∗ 0.421±0.067∗ 0.407±0.124∗ 0.362±0.133∗ 0.141±0.090∗ 0.375±0.135∗ 0.268±0.112∗
Lasso 0.638±0.071∗ 0.510±0.057∗ 0.455±0.104∗ 0.466±0.111∗ 0.271±0.124∗ 0.489±0.100∗ 0.375±0.131∗
RF 0.455 ±0.069∗ 0.331 ±0.045∗ 0.304 ±0.137∗ 0.253 ±0.080∗ 0.110 ±0.098∗ 0.317 ±0.098∗ 0.221 ±0.053∗

SVR 0.571 ±0.054∗ 0.345 ±0.086∗ 0.353 ±0.131∗ 0.354 ±0.125∗ 0.063 ±0.107∗ 0.342 ±0.125∗ 0.203 ±0.103∗

MTFL 0.638±0.077∗ 0.541±0.066∗ 0.512±0.107∗ 0.488±0.123∗ 0.331 ± 0.087 0.495±0.109∗ 0.419 ± 0.124
RMTL 0.629±0.052∗ 0.408±0.067∗ 0.421±0.131∗ 0.414±0.145∗ 0.209±0.104∗ 0.434±0.124∗ 0.330±0.114∗
rMTFL 0.636±0.051∗ 0.506±0.056∗ 0.429±0.122∗ 0.443±0.122∗ 0.275±0.082∗ 0.455±0.117∗ 0.343±0.115∗
G-SMuRFS 0.638±0.077∗ 0.542±0.065∗ 0.522 ± 0.097 0.497±0.118∗ 0.327±0.080∗ 0.511±0.104∗ 0.419 ± 0.127
Trace 0.645±0.054∗ 0.366±0.086∗ 0.443±0.128∗ 0.444±0.135∗ 0.244±0.119∗ 0.454±0.116∗ 0.373±0.122∗
SPLIT 0.626±0.056∗ 0.337±0.081∗ 0.439±0.122∗ 0.436±0.125∗ 0.237±0.106∗ 0.448±0.114∗ 0.354±0.121∗
AGILE 0.600±0.063∗ 0.527±0.047∗ 0.512±0.105∗ 0.473±0.124∗ 0.293±0.096∗ 0.487±0.114∗ 0.416 ± 0.111
BGP-MTFL(ours) 0.667 ± 0.070† 0.547 ± 0.068† 0.518±0.097† 0.503 ± 0.122† 0.311±0.072† 0.516 ± 0.116† 0.417±0.126†

Method FLU LOGMEM CLOCK BOSNAM

ANIM VEG IMMTOTAL DELTOTAL DRAW COPYSCORE RECOG

Ridge 0.201±0.130∗ 0.389±0.128∗ 0.418±0.111∗ 0.433±0.121∗ 0.227±0.107∗ 0.133±0.095∗ 0.363±0.145∗
Lasso 0.315±0.097∗ 0.495±0.076∗ 0.473±0.115∗ 0.507±0.123∗ 0.334±0.055∗ 0.068±0.115∗ 0.444±0.101∗
RF 0.181 ±0.118∗ 0.272 ±0.073∗ 0.215 ±0.100∗ 0.276 ±0.109∗ 0.174 ±0.148∗ 0.114 ±0.119∗ 0.306 ±0.087∗

SVR I 0.134 ±0.118∗ 0.314 ±0.122∗ 0.385 ±0.096∗ 0.388 ±0.130∗ 0.174 ±0.117∗ 0.135 ±0.106∗ 0.333 ±0.135∗

MTFL 0.395±0.084∗ 0.490±0.091∗ 0.511±0.084∗ 0.531±0.094∗ 0.389 ± 0.085 0.223 ± 0.097 0.465±0.103∗
RMTL 0.265±0.129∗ 0.441±0.107∗ 0.455±0.100∗ 0.475±0.112∗ 0.340±0.104∗ 0.166±0.088∗ 0.386±0.129∗
rMTFL 0.299±0.126∗ 0.473±0.104∗ 0.474±0.103∗ 0.488±0.120∗ 0.373±0.090∗ 0.230±0.097∗ 0.424±0.138∗
G-SMuRFS 0.396 ± 0.073 0.498±0.086∗ 0.508±0.087∗ 0.534±0.092∗ 0.379±0.081∗ 0.224±0.113∗ 0.458±0.082∗
Trace 0.318±0.112∗ 0.456±0.089∗ 0.467±0.094∗ 0.496±0.092∗ 0.333±0.111∗ 0.165±0.094∗ 0.378±0.124∗
SPLIT 0.322±0.092∗ 0.461±0.067∗ 0.457±0.086∗ 0.484±0.080∗ 0.338±0.102∗ 0.165±0.096∗ 0.361±0.093∗
AGILE 0.382±0.112∗ 0.492±0.101∗ 0.501±0.096∗ 0.527±0.109∗ 0.291±0.098∗ −0.038±0.076∗ 0.456±0.123∗
BGP-MTFL(ours) 0.389±0.094† 0.514 ± 0.082† 0.514 ± 0.091† 0.543 ± 0.099† 0.392 ± 0.077† 0.241 ± 0.098† 0.481 ± 0.088†

Method ANART DSPAN DIGIT wR

For BAC

Ridge 0.049±0.083∗ 0.011±0.060∗ 0.031±0.118∗ 0.390±0.045∗ 0.290±0.055∗
Lasso 0.100±0.087∗ 0.026±0.073∗ 0.129±0.094∗ 0.402±0.077∗ 0.361±0.051∗
RF 0.057 ±0.168∗ 0.025 ±0.099∗ 0.01 ±0.114∗ 0.175 ±0.118∗ 0.210 ±0.029∗

SVR 0.038 ±0.106∗ 0.03 ±0.056∗ 0.04 ±0.103∗ 0.325 ±0.080∗ 0.244 ±0.055∗

MTFL 0.160 ± 0.121 0.027±0.075∗ 0.210 ± 0.129 0.429±0.114∗ 0.403±0.063∗
RMTL 0.075±0.073∗ 0.021±0.066∗ 0.121±0.106∗ 0.401±0.066∗ 0.333±0.064∗
rMTFL 0.085±0.071∗ 0.092±0.092∗ 0.157±0.122∗ 0.402±0.043∗ 0.366±0.056∗
G-SMuRFS 0.161±0.116∗ 0.001±0.062∗ 0.189±0.140∗ 0.432±0.107∗ 0.402±0.061∗
Trace 0.098±0.071∗ −0.03±0.110∗ 0.138±0.086∗ 0.418±0.049∗ 0.345±0.065∗
SPLIT 0.115±0.083∗ 0.072±0.068∗ 0.121±0.083∗ 0.414±0.049∗ 0.338±0.061∗
AGILE 0.149±0.077∗ −0.047±0.068∗ 0.144±0.108∗ 0.472 ± 0.050 0.372±0.058∗
BGP-MTFL(ours) 0.167 ± 0.108† 0.106 ± 0.121† 0.207±0.122† 0.463±0.067† 0.416 ± 0.058†

Superscript ∗ indicates that the proposed approach significantly outperforms the competitive method (Student’s t-test at a level of 0.05 is used.). Superscript † indicates that there
s significantly relationship between the predict results of our proposed approach and the true cognitive score values (a 𝑝-value less than 0.05 is statistically significant).
Table 5
Performance comparison of ablation studies in terms of rMSE and nMSE.

Method ADAS MMSE RAVLT

TOTAL TOT6 TOTB T30 RECOG

MTFL 6.881 ± 0.489 2.248 ± 0.105 9.715 ± 0.776 3.339 ± 0.255 1.651 ± 0.162 3.471 ± 0.270 3.608 ± 0.181
fG-MTFL 6.681 ± 0.438 2.168 ± 0.087 9.857 ± 0.598 3.320 ± 0.266 1.664 ± 0.153 3.431 ± 0.216 3.631 ± 0.243
tG-MTFL 6.665 ± 0.475 2.168 ± 0.092 9.810 ± 0.640 3.311 ± 0.276 1.664 ± 0.165 3.424 ± 0.238 3.619 ± 0.241
BG-MTFL 6.667 ± 0.475 2.195 ± 0.093 9.703 ± 0.643 3.314 ± 0.283 1.681 ± 0.173 3.434 ± 0.281 3.617 ± 0.209
BGP-MTFL(ours) 6.652 ± 0.486 2.194 ± 0.092 9.669 ± 0.677 3.316 ± 0.274 1.684 ± 0.171 3.432 ± 0.280 3.619 ± 0.208

Method FLU LOGMEM CLOCK BOSNAM

ANIM VEG IMMTOTAL DELTOTAL DRAW COPYSCORE RECOG

MTFL 5.251 ± 0.492 3.729 ± 0.237 4.142 ± 0.377 4.560 ± 0.509 0.971 ± 0.110 0.648 ± 0.088 4.044 ± 0.501
fG-MTFL 5.288 ± 0.456 3.672 ± 0.196 4.171 ± 0.307 4.571 ± 0.437 0.975 ± 0.102 0.649 ± 0.081 3.937 ± 0.427
tG-MTFL 5.263 ± 0.484 3.663 ± 0.210 4.158 ± 0.334 4.554 ± 0.468 0.977 ± 0.105 0.652 ± 0.082 3.943 ± 0.461
BG-MTFL(ours) 5.244 ± 0.483 3.673 ± 0.221 4.146 ± 0.359 4.526 ± 0.508 0.997 ± 0.094 0.674 ± 0.069 3.954 ± 0.480
BGP-MTFL(ours) 5.236 ± 0.485 3.668 ± 0.223 4.134 ± 0.364 4.517 ± 0.517 0.999 ± 0.094 0.675 ± 0.071 3.954 ± 0.480

Method ANART DSPAN DIGIT nMSE

For BAC

MTFL 9.434 ± 0.698 2.004 ± 0.151 2.117 ± 0.183 11.58 ± 1.275 3.991 ± 0.229
fG-MTFL 9.599 ± 0.644 1.990 ± 0.138 2.131 ± 0.180 11.442 ± 1.245 3.977 ± 0.216
tG-MTFL 9.538 ± 0.682 1.996 ± 0.148 2.124 ± 0.189 11.405 ± 1.309 3.952 ± 0.217
BG-MTFL(ours) 9.469 ± 0.677 2.003 ± 0.154 2.130 ± 0.195 11.360 ± 1.281 3.936 ± 0.201
BGP-MTFL(ours) 9.450 ± 0.679 2.000 ± 0.154 2.131 ± 0.195 11.324 ± 1.263 3.923 ± 0.213
9
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Fig. 5. Results of parameter analysis in the self-paced learning process. Curve in orange means that 𝐵𝑒 varies within the range of [0.01, 0.1, 0.5, 1] when 𝐵ℎ is fixed as 0.01.
Similarly, curve in blue means that 𝐵ℎ varies within the range of [0.01, 0.1, 0.5, 1] when 𝐵𝑒 is fixed as 1.
(1) The method with any single graph regularization, fG-MTFL
or tG-MTFL performs better than MTFL without considering the fea-
ture/task correlation. Besides, the multi-task learning methods with Bi-
graph guided sparse regularization (e.g., BG-MTFL, BGP-MTFL) are ob-
viously better than fG-MTFL and tG-MTFL. The results demonstrate that
these prior knowledge benefits the prediction performance of multi-task
feature learning and the two regularizations are complementary.

(2) When comparing the two methods with only single graph reg-
ularization, we find that tG-MTFL outperforms fG-MTFL. The reasons
are that only 5% of features correlation is bigger than 0.5 for feature
correlation, whereas more than 18% of task correlation is bigger than
0.5 in the task correlation. It is obvious that the task correlation is more
significant than the feature correlation. Another reason is that the in-
corporation of feature correlation may inevitably introduce redundant
features and reduces the sparsity level.

(3) BGP-MTFL is generally better than BG-MTFL. The difference
between BG-MTFL and BGP-MTFL is that BGP-MTFL begins to learn
from the easier set of tasks and gradually incorporates more difficult
ones to build the shared knowledge. Through the comparison, we
observe that the tasks with the most significant improvements are:
RAVLT TOTB, DIGIT, ANART and DSPAN For. Among them, DSPAN For
is an easier task and has weak correlations with the other tasks, thus
it is learned early (Fig. 4) without being negative influenced by the
complicated tasks. TOTB, DIGIT and ANART belong to hard-learning
tasks and are subsequently learned, so that the shared knowledge from
easier tasks can be leveraged by the harder tasks. This demonstrates
that incorporating the easy-to-hard strategy into the multi-task learning
process can improve the prediction performance. Fig. 4 shows the task
sequence obtained by our model. We can divide the 18 tasks into three
categories (easy, medium and hard) based on their learning difficulty.

4.2. Parameter analysis

In the experiments above, the weight of easy task 𝐵𝑒 is set as 1 and
the weight of hard task 𝐵ℎ is set as 0.01. In this section, we evaluate
how changes to the parameters 𝐵𝑒 and 𝐵ℎ affect model performance
and show the results in Fig. 5.

In Fig. 5, we can observe that: (1) When 𝐵𝑒 is fixed as 1, the
model performs better with the parameter of 𝐵ℎ decreasing. On the
contrary, when 𝐵ℎ is fixed as 0.01, the model performs better with the
parameter 𝐵𝑒 increasing. These observations suggest that 𝐵𝑒 and 𝐵ℎ
significantly influence the model performance, and the order of task
learning affects the performance of the model. (2) The model achieves
the best performance when 𝐵𝑒=1 and 𝐵ℎ=0.01, whereas it obtains the
worst performance when 𝐵𝑒=0.01 and 𝐵ℎ=1. These observations are
consistence with our assumption that the easy task should be selected in
training (𝐵𝑒=1). On the contrary, the hard task is unselected in training
(𝐵ℎ=0.01). (3) When 𝐵𝑒=1 and 𝐵ℎ=1, the model degenerates into BG-
MTFL. In this case, all tasks are learned at the same time, causing that
BG-MTFL is inferior to BGP-MTFL. This result demonstrates that self-
paced learning process, which learns the multiple tasks in sequence
10
Fig. 6. Location of the selected important ROIs. These are the most relevant areas for
predicting all cognitive scores jointly. The color encodes the weight at each ROI. The
brain regions are segmented based on Desikan-Killiany atlas.

(from easy to hard) instead of learning multiple tasks simultaneously,
helps in improving the generalization performance of the multi-task
learning.
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Fig. 7. Comparison of our proposed methods and MTFL on longitudinal prediction in terms of rMSE and CC. It is importance to notice that higher CC and lower rMSE mean
better result.
4.3. Biomarker analysis

To capture the biomarkers and ROIs that are related to AD identified
by the proposed BGP-MTFL model and the traditional MTFL, in this
section, we take the 𝓁2-norm of 𝛩 as the weight of each feature. Larger
weights mean more important features. The identified top 10 important
features are shown in Table 6. On the other hand, to identify the import
ROIs that are related to AD, we consider the average of feature weights
in the same ROI as the weight of this ROI. The top 10 important ROIs
are shown in Table 7.

In Tables 6 and 7, features/ROIs colored in red indicate that they
are discovered by BGP-MTFL while missed by MTFL. Features/ROIs
colored in blue are selected by MTFL while ignored by BGP-MTFL.
From Table 6, we can derive several interesting observations: (1)
Some common features are identified by MTFL and BG-MTFL, such
as SV of L.Hippocampus, TA of L.MidTemporal, CV of R.Entorhinal,
etc, which are presented to be pathological associated with AD in
the previous works [41–43]. (2) BGP-MTFL identified three specific
features: SA of L.SuperiorParietal, SV of CorpusCallosumAnterior and
CV of R.Fusiform. These three features are also presented to be effective
in the process of tracking AD pathology by several studies [44,45]. The
discovery of these three important features benefit from the introduce
of feature graph guided regularization. Due to SA of L.SuperiorParietal,
SV of CorpusCallosumAnterior and CV of R.Fusiform are highly related
with some important features (e.g., high correlation between Superior-
Parietal and SuperiorFrontal) and feature graph guided regularization
enforce them share similar weights. (3) Compared with MTFL, the fea-
tures selected by BGP-MTFL are assigned larger weights, which means
that the BGP-MTFL has better discriminative feature extraction ability,
which is benefit from the incorporation of the proposed bi-graph guided
regularization and self-paced learning scheme.

Table 7 shows the top 10 important ROIs identified by the proposed
BGP-MTFL and MTFL. Similar to the above observations, BGP-MTFL
is able to identified subtle change in the progression of AD, such as
CorpusCallosumAnterior, LateralVentricle and CorpusCallosumMidPos.
Although MTFL selects three ROIs that are ignored by BGP-MTFL, these
ROIs have not been identified to be effective for tracking the progress
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of AD. The identified top 10 important ROIs are visualized in Fig. 6.
Table 6
The identified top fifteen important features when predicting eighteen cognitive scores.
Features/ROIs colored in magenta (blue) indicate that they are discovered by BGP-MTFL
(MTFL) specifically.

MTFL BGP-MTFL

Features name Weight Features name Weight

TA of L.MidTemporal 3.568 SV of L.Hippocampus 3.640
SV of L.Hippocampus 3.398 TA of L.MiddleTemporal 2.931
CV of R.Entorhinal 2.444 CV of R.Entorhinal 2.577
SV of L.InferiorLateralVen 2.251 SV of L.InferiorLateralVen 2.251
TA of R.Entorhinal 1.578 TA of R.Entorhinal 1.620
TA of L.Parahippocampal 1.302 TA of L.Parahippocampal 1.370
TS of L.SuperiorFrontal 0.752 SA of L.SuperiorParietal 1.033
TA of R.IsthmusCingulate 0.741 TS of L.SuperiorFrontal 1.019
TA of R.InferiorParietal 0.650 SV of CorpusCallosumAnterior 0.968
TA of L.InferiorParietal 0.598 CV of R.Fusiform 0.948

Table 7
The identified important ROIs. ROIs colored in magenta (blue) indicate that they are
discovered by BGP-MTFL (MTFL) specifically.

MTFL BGP-MTFL

ROIs name Weight Features name Weight

L.Hippocampus 3.398 L.Hippocampus 3.640
L.InferiorLateralVen 2.251 L.InferiorLateralVen 2.251
R.EntorhinalCortex 1.005 R.EntorhinalCortex 1.219
L.MiddleTemporalGyrus 0.892 L.MiddleTemporalGyrus 0.998
L.ParahippocampalGyrus 0.325 CorpusCallosumAnterior 0.968
L.SuperiorFrontalGyrus 0.188 R.LateralVentricle 0.735
R.IsthmusCingulate 0.185 L.Cerebellum 0.722
R.InferiorParietalCortex 0.162 CorpusCallosumMidPos 0.710
L.InferiorParietalCortex 0.150 R.IsthmusCingulate 0.519
L.Cerebellum 0.130 L.ParahippocampalGyrus 0.515

4.4. Task-feature relationship analysis

Besides the identified common biomarkers for all the tasks, we also
investigate the identified features for each task to explore the task-
feature relationship. The task-feature relationship is shown in Table 8.
In Table 8, each column corresponds to one task and the top 15 impor-
tant features that are related to this task. From Table 8, we can draw
the following conclusions: (1) some features are shared among almost
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Table 8
The identified features for the eighteen tasks. Note that the features marked with dark blue denotes the features shared by all the eighteen tasks, and the features marked with
other colors indicate the ones locally shared by several tasks rather than all the tasks.

ADAS RAVLT

TOTAL TOT6 T30 RECOG TOTB

CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal
SV of L.Hippocampus SV of L.Hippocampus SV of L.Hippocampus SV of L.Hippocampus SV of L.Hippocampus SV of L.Hippocampus
SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen
CV of L.TemporalPole TA of L.Parahippocampal TA of L.Parahippocampal TA of L.Parahippocampal TA of L.Parahippocampal TA of L.Parahippocampal
TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal
TA of R.Entorhinal TA of R.Entorhinal TA of R.Entorhinal TA of R.Entorhinal TA of R.Entorhinal TA of R.Entorhinal
TA of L.Entorhinal TA of L.InferiorTemporal TA of L.Entorhinal CV of L.Entorhinal TA of L.Entorhinal TA of L.InferiorParietal
CV of R.TransverseTemporal CV of L.LateralOrbitofrontal CV of L.ParsOpercularis CV of L.ParsOpercularis CV of L.ParsOpercularis TA of L.InferiorTemporal
TS of L.ParsTriangularis TA of L.Precuneus TA of L.Precuneus TA of L.Precuneus TA of L.Precuneus TA of L.Precuneus
TA of L.InferiorParietal CV of L.Precentral CV of L.Precentral CV of L.Precentral CV of L.InferiorParietal SV of R.Hippocampus
TS of L.Paracentral SA of R.CaudalMiddleFrontal CV of L.RostralAnteriorCingulate SA of L.Fusiform SV of L.ChoroidPlexus TA of R.IsthmusCingulate
CV of L.InferiorParietal SA 0f L.Bankssts SV of L.CerebellumCortex SV of L.CerebellumCorte SV of L.CerebellumCorte CV of R.Fusiform
CV of L.Precentral SV of CorpusCallosumMidPos TS of R.Fusiform SV of CorpusCallosumMidPos SV of R.Amygdala TA of R.SuperiorFrontal
TA of R.InferiorParietal CV of R.LateralOccipital TA of R.InferiorParietal CV of L.LateralOrbitofrontal SV of R.Thalamus TA of R.InferiorTemporal
TS of R.MedialOrbitofrontal TS of R.MedialOrbitofrontal TS of R.MedialOrbitofrontal SV of R.Hippocampus TA of R.Precentral TA of R.InferiorParietal

FLU CLOCK DSPAN

ANIM VEG DRAW COPYSCORE FOR BAC

CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal
SV of L.Hippocampus SV of L.Hippocampus SV of L.Hippocampus SV of L.Hippocampus SV of L.Hippocampus TA of L.Entorhinal
SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen SV of L.InferiorLateralVen
TA of L.Parahippocampal TA of L.Parahippocampal TA of L.Parahippocampal TA of L.Parahippocampal TA of L.Parahippocampal TA of L.Parahippocampal
TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal
TA of R.Entorhinal TA of R.Entorhinal TA of R.Entorhinal TA of R.Entorhinal TA of R.tEntorhinal TA of R.tEntorhinal
CV of L.MiddleTemporal TS of L.Paracentral TA of R.IsthmusCingulate TA of R.IsthmusCingulate TA of L.Entorhinal TA of L.Entorhinal
TS of L.LateralOrbitofrontal SA of L.RostralAnteriorCingulate TA of L.Supramarginal TA of L.Supramarginal SV of R.Amygdala TA of L.Fusiform
TS of L.Fusiform TS of L.Fusiform TA of R.InferiorParietal TA of R.InferiorParietal SA of R.Bankssts TA of L.InferiorParietal
SV of R.Thalamus SV of R.Thalamus TS of L.SuperiorFrontal TS of L.SuperiorFrontal TS of L.TransverseTemporal TA of LeftInferiorTemporal
TA of R.IsthmusCingulate CV of R.LateralOccipital TA of L.InferiorParietal TA of L.InferiorParietal TA of L.Lingual TA of L.Bankssts
CV of R.Fusiform CV of R.Fusiform CV of R.Fusiform CV of R.Fusiform CV of R.Fusiform CV of R.Fusiform
CV of L.InferiorParietal TA of L.InferiorParietal TA of L.Precuneus SV of R.LateralVentricle SA of R.FrontalPole TA of R.IsthmusCingulate
TS of R.LateralOccipital TS of L.SuperiorFrontal TA of L.InferiorTemporal CV of L.InferiorParietal CV of R.FrontalPole SV of R.LateralVentricle
CV of R.TransverseTemporal SV of L.ChoroidPlexus TA of R.SuperiorTemporal TA of R.SuperiorFrontal CV of R.IsthmusCingulate TA of R.MedialOrbitofrontal

ANART LOGMEM DIGIT MMSE BOSNAM

IMMTOTAL DELTOTAL RECOG

CV of R.Entorhinal CV of R.Entorhinal CV of R.Entorhinal CV of R.Fusiform CV of R.Entorhinal CV of R.Entorhinal
SV of L.ChoroidPlexus TA of L.Entorhinal TA of L.Entorhinal TA of L.InferiorParietal SV of L.Hippocampus SV of L.ChoroidPlexus
CV of LeftCuneus SV of L.InferiorLateralVen CV of LeftCuneus SV of L.InferiorLateralVen SV of L.InferiorLateralVen TA of L.Entorhinal
SV of CorpusCallosumMidPos TA of L.Parahippocampal TA of L.Parahippocampal TS of LeftSuperiorFrontal TA of L.Parahippocampal TA of L.Parahippocampal
TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal TA of L.MiddleTemporal
SA of R.CaudalMiddleFrontal TA of RightEntorhinal TA of RightEntorhinal TA of RightEntorhinal TA of R.Entorhinal TA of R.Entorhinal
ST of LeftCuneus CV of R.TransverseTemporal CV of R.TransverseTemporal TS of LeftIsthmusCingulate TA of L.Entorhinal TA of L.Fusiform
SA of LeftFrontalPole CV of LeftParsOpercularis CV of LeftParsOpercularis SA of LeftSuperiorParietal CV of R.TransverseTemporal CV of L.InferiorTemporal
SA of LeftTransverseTemporal CV of L.Precentral CV of L.Precentral TA of LeftSupramarginal CV of L.InferiorParietal CV of L.MiddleTemporal
SA of LeftTransverseTemporal CV of LeftPrecentral CV of LeftPrecentral TA of LeftSupramarginal TA of L.Fusiform TA of L.InferiorTemporal
TS of RightEntorhinal CV of LeftMiddleTemporal SV of CorpusCallosumAnterior SA of LeftTransverseTemporal TA of L.InferiorTemporal TA of R.CaudalAnteriorCingulate
TA of LeftBankssts TA of LeftInferiorParietal TA of LeftEntorhinal ST of WMHypoIntensities CV of R.Fusiform CV of R.Fusiform
TA of RightInferiorParietal TA of RightCaudalAnteriorCingulate ST of CorpusCallosumMidPos TA of RightIsthmusCingulate TS of L.Paracentral TA of .SuperiorTemporal
TS of RightIsthmusCingulate SA of LeftRostralMiddleFrontal TA of LeftPrecuneus SV of RightLateralVentricle CV of L.Entorhinal SA of L.Bankssts
TS of RightMedialOrbitofrontal TA of LeftInferiorTemporal TA of LeftBankssts SV of FourthVentricle SV of R.Hippocampus TS of R.MedialOrbitofrontal
all the tasks such as CV of R.Entorhinal and SV of L.Hippocampus.
These findings are in accordance with the previous researches and
existing knowledge in the pathological pathway of AD [46]. (2) The
tasks of RAVLT TOTAL,TOT6,TOTB, T30 and RECOG involve more
common features compared with the other tasks. The reason is that
these tasks belong to the same category and have higher correlations
with each other. Similarly, CLOSK DRAW and CLOCK COPYSCORE,
as well as LOGMEM IMMTOTAL and LOGMEM DELTOTAL also have
more shared features, respectively. The results confirm the effectiveness
of our method again. (3) We observe that the tasks of ADAS, MMSE,
ANART and DIGIT involve fewer common features with the other tasks.
The evaluation of the MMSE, ANART and DIGIT tests aim to measure
reading ability and short-term memory. They have lower correlations
with the other tasks. In addition, a higher ADAS score indicates a higher
probability of suffering from AD. It is opposite to the other measure
tests. Hence, the ADAS prediction task is negatively correlated with the
other tasks, thereby has more specific features.

4.5. Validation on the longitudinal multiple tasks

To estimate the effectiveness of the proposed BGP-MTFL model in
the longitudinal multiple tasks, we evaluate our proposed BGP-MTFL
model on the longitudinal multiple tasks and compare it with the multi-
task learning method (MTFL) on two of the most common cognitive
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scores (ADAS and RAVLT TOTAL). The experiment setting is the same
as Section 3.2. Experimental results of rMSE and CC are shown in Fig. 7.
From Fig. 7, we can draw the following conclusions: (1) The result
of our proposed BGP-MTFL is consistently better than the traditional
MTFL method even in the longitudinal multiple tasks. This observation
further demonstrates that the incorporation of feature correlation, task
correlation, and self-paced process benefits the prediction performance
of multi-task feature learning. (2) CC and rMSE at baseline (BL) in the
longitudinal multiple tasks experiment perform better than in the cross-
sectional multiple tasks experiment (experiment in Section 3.3). This
implies that longitudinal multiple tasks (same tasks at multiple time
points) have stronger correlations than cross-sectional tasks (multiple
different tasks at the same time point) and our proposed method can
achieve a higher CC value of 0.691 at baseline time.

5. Conclusion

In this work, we propose a dual-graph guided self-paced multi-
task feature learning framework BGP-MTFL for accurately modeling
the relationship between MRI and cognitive scores. The incorporation
of feature graph and task graph enables the interdependencies among
the tasks or the features to be considered. On the other hand, the
introduction of self-paced learning enable the hard tasks to benefit from
the easy tasks. Consequently, BGP-MTFL performs better regression
performance and can identify more stable biomarkers. Furthermore,

the proposed BGP-MTFL approach is capable of identifying both the
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features shared among all the tasks and features that are specific to
each task.
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